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Abstract — A neural network project that features the use of 

computer vision to create a dataset for a U-Net convolutional 

neural network model. By creating a dataset from archived 

security footage, a model is created to predict the delivery of mail. 

This model can be used to create an alert for when the mail is about 

to arrive and for when it is delivered. 
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I. INTRODUCTION  

A. Description of Problem 

Mail can often be delivered at unpredictable times, which can 

disrupt habits and lead to mail being forgotten. Forgotten mail 

can result in issues with bills or missing other important 

information. In addition, with social distancing over the past 

year, avoiding contact with postal workers can provide peace of 

mind and offers essential workers additional safety.  

B. Problem Solution 

By creating a model that detects when the post truck is stopped 

at the mailbox, an alert can be sent to notify inhabitants of mail 

delivery. Archived footage from home security cameras with a 

view of the mailbox was used to create a dataset to train this 

model. The original approach to this project included the 

creation of the alert system in addition to the model. However, 

this is something that will be appended later. Future additions 

to this project will take the finished model and incorporate it 

into live camera footage to provide notifications of mail 

delivery. 

II. DATASET 

The raw dataset was created by extracting archived footage and 

sorting photos into negative and positive directories. This data 

was then split into three subcategories for training, validation, 

and testing. This data was then processed with two functions. 

One function was created to process individual images and the 

other was created to process the different folders. The images 

were cropped to a 400x400 pixel square region surrounding the 

mailbox and then was resized to be a 64x64 pixel square. After 

the images were processed, they were saved to a new directory 

to be read into the model. Some adjustments had to be made to 

the dataset throughout the process. The main adjustment was to 

remove some data due to the camera having changed angles 

partway through the saved images. This angle difference 

resulted in a large change in the mailbox position in the camera 

frame and also changed the point of view of the mail truck. As 

the old angle was not relevant to the current problem, the 

images were removed from the dataset. Fortunately, this did not 

make the size of the dataset too much smaller. In addition, as 

time goes on more data can be collected from the new camera 

angle. Another created function is used to display the different 

sections of the dataset for ease of use. This allows for quick 

glances to identify abnormalities in the dividing of the dataset. 

[2][4] 

 

      
Figure 1. Positive images containing a mail truck that were used for training 

and validation purposes. 

III. DATA MANIPULATION 

Once the processed image directories have been created, Keras’ 

ImageDataGenerator class is used to load the dataset and 

generate batches of data. The datasets are made using the 

flow_from_directory function to quickly import data. The 

training dataset uses the shuffle feature, while the other two do 

not. Shuffling the training set helps to decrease overfitting. The 

ImageDataGenerator class also has a rotation option that 

automatically rotates images within a certain degree range. This 

feature was included for testing while the dataset contained 

images from the other camera angle. However, this introduced 

some errors of the mail truck being identified as at the mailbox 

when it was actually going back down the street in the opposite 

direction. Therefore, when the other images were removed from 



the dataset the rotation aspects were removed from the image 

augmentation process. [1][5] 

 
Figure 2. Individual images shown from the train, test, and validation 

datasets. 

IV. MODEL 

The model for this project is implemented using a U-Net. This 

model expands on the U-Net like predictor that was used for 

the stock market data in homework 4. The model takes in the 

cropped and resized image as input and performs a series of 

operations to predict whether the mail truck is stopped at the 

mailbox. The contracting path starts at 64x64x3 and ends at 

16x16x64. The data is then upsampled on the expansive path. 

A flatten and a dense layer are then added to condense the 

result to an output of shape 1. After the model is constructed 

with use of the Tensorflow package, it is trained using the 

constructed datasets. Validation data is used to avoid 

overfitting. The model was recreated with binary accuracy 

with very similar results.  

 
Figure 3. Graphic showing U-Net model. 

V. MODEL RESULTS 

The model is then tested with use of the test dataset and the 

labels are compared against the file names to determine 

accuracy [3]. The training results ended with a 99% accuracy 

with a loss of 0.0173. The accuracy on the test data was 

measured to be 98.8% or 2 photos being misclassified out of 

164. However, these two incorrectly labeled photos may be in 

part due to the mail truck appeared earlier in the frame than 

other positive images. Since the mail truck pauses at the 

mailbox to deliver mail, this will provide multiple frames to 

sample from and should be very consistent with this level of 

accuracy. 

 
Figure 4: Training results from the accuracy-based U-Net model. 

 
Figure 5: Some of the correctly identified photos. 

 
Figure 6: The two incorrectly identified photos. 

VI. TESTING MODEL ON VIDEO 

This model was testing on various recorded videos containing 

negative and positive results. By reading in the video with the 

use of OpenCV, the saved model was then applied to each 

frame. The probability that the given frame is positive is then 

shown in the upper left of the outputted image. A threshold is 

applied to this probability to classify the incoming data. If the 

probability is greater than 0.5, it is a positive result. Otherwise, 

it is a negative and the mail truck is not stopped in front of the 

mailbox.  

 

 
Figure 7: Test result showing that the mail truck is not at the mailbox. 



 
Figure 8: Test result showing that the mail has arrived. 

VII. ADDITIONAL CAMERA RESULTS 

In addition to being able to tell when the mail has arrived, it is 

also important to be able to tell when the mail is coming. 

Having an alert that notifies users of this event is beneficial as 

it creates a chance to place mail in the mailbox before the truck 

arrives. A different model was created by repeating the same 

process, but with a different camera view. However, this 

camera view did not have as many positive results archived and 

therefore is not optimized to different lighting conditions yet. 

Out of 83 test images, 1 was incorrectly labeled as negative. 

This model also has a very high training accuracy and shows 

signs of having a high testing accuracy. Validation was skipped 

while creating this model due to the smaller amount of data 

available. As more data is collected in the future, validation will 

be added to help decrease risks of overfitting as well. More data 

will also help with different lighting conditions as the current 

model only works well with minimal shade. 

 
Figure 9: Training results from the other camera view model. 

 

  
Figure 10: Correctly identified test pictures. 

 
Figure 11: Incorrectly identified test picture (lots of shade in photo). 

 

 
Figure 12: Model test on video showing that the mail has arrived. 

VIII. CONCLUSIONS 

A. Challenges 

There were several especially challenging aspects while 

tackling this project. Some of these challenges came from 

manipulating the dataset to be cropped to the correct portion of 

the frame. In addition, when using the flow_from_directory 

function from Keras’ ImageDataGenerator, it was unclear that 

this defaulted to 256x256 pixels as it output which caused 

issues with the input dimensions into the model. There were 

also other issues in getting dimensions to match all of the way 

through the created model. In addition, there were some issues 

related to obtaining a negative probability in the results until a 

Sigmoid activation was added to the last dense layer of the 

model. This Sigmoid activation limited the probability value to 

be between 0 and 1, solving the issue. 

B. Further Work 

This project can be extended by adding this model to the camera 

system to monitor for the delivery of mail. As the camera 

system is on a separate network within the house, it will have 

to be implemented in a way to accommodate being hosted on a 

different network. By monitoring the video frames during the 

afternoon hours, the model will be able to detect if the mail 

truck stops at the house. In addition, by measuring how long the 

truck is stopped in front of the mailbox, false positives can be 

avoided on days that the truck just drives by without delivering 

mail. This system would then generate an alert depending on 

whether or not the mail was delivered and notify the 

inhabitants.  

 

 

 

 

 



CODE 

Code for this project can be viewed at:  

https://github.com/SarahBrown/ECE5973-

ANN/tree/main/Final%20Project 
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